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cr: The reason for an 
overriding kin empathy 
software is clear: it gets 
more genes into the next 
generation. By contrast, all 
you have said is that 
“maybe it helped with tool 
use”. But why not just have 
tool creation software? A 
universal knowledge 
creation software seems 
wasteful.
I think this whole approach 
is backwards. In 
evolutionary biology (which 
Deutsch is not an expert 
in) what you are supposed 
to do is empirically 
discover what traits an 
organism (in this case, 
humans) have, and then 
reverse engineer those 
traits.
Crucially, I did not see in 
your response an 
explanation of how a 
classical computer could 
instantiated creativity. I 
asked “how do our 
classical computational 
capacities give rise to the 
creative ability to create 
new explanations?” You do 
not have a detailed 
account of how this 
happens. Do you see now 
that it is unfair to ask for a 
similar level of detail in my 
account? I will provide 
details for mine when you 
provide details for yours.

G: ”empirically discover" is 
vague. I can try to add details 
and interpret it in a way that I 
would agree with, but that has a 
major flaw. An interpretation that 
I would agree with depends on 
my epistemology, but I expect 
that that interpretation would 
contradict what you meant since 
you believe a different 
epistemology that contradicts 
mine. So my suggestion is that 
we discuss epistemology and 
agree on that first. Note that curi 
said something similar to this. 
Note also that you and I 
discussed epistemology 
previously and we resolved 
some disagreements, but we did 
not get very far. There are more 
disagreements re epistemology 
that are preventing mutual 
understanding of human nature. 
(Disclaimer: i'm not an expert on 
these things.)

cr: Despite my acceptance of 
Popperian epistemology, I think 
there is such a thing as 
empirical fact-finding. Let’s use 
a trivial example. Suppose you 
want to have a theory about the 
selection pressures that caused 
changes in dinosaur skeletal 
structure. Guess what you’d 
have to do first? Look at the 
damn bones and see what 
changes actually occurred! You 
can’t figure out what the 
selection pressures were on 
dinosaur bones from the 
armchair. You have to first look 
at data about what it is you’re 
trying to explain. Trying to 
speculate about how dinosaur 
bones evolved from the 
armchair is a fools errand. Do 
you at least agree in that 
(easier) case?

G: Before I address your 
question, I have a point to make 
and a clarifying question about 
what you said:
(1) I think you’re implying that all 
of your previous comments are 
compatible with Popperian 
epistemology. I’ve been reading 
your comments and I disagree 
with many of them re 
epistemology. So that means 
that you and I disagree on what 
Popperian epistemology really 
is, how it works, and how it 
applies to the non-epistemology 
topics we’re discussing. 
[CONTINUED BELOW]

cr: I don’t hear a question from 
1). [...] I guess all I’d say about 
1) is that I was actually implying 
a possible conflict with the 
details of Popper’s own 
epistemology (I have in mind 
one chapter of conjectures and 
refutations). But what matters is 
not what Popper thought, but 
what the best arguments show. 
[CONTINUED BELOW]

G: (1) To move forward on that 
disagreement, can you quote 
the Popper text that you 
disagree with, explain your 
understanding, and explain why 
you think it’s wrong? 
[CONTINUED BELOW]

cr: To be honest, my copy of 
Conjectures and Refutations is 
in Atlanta (I’m visiting Canada 
for the holidays). But I don’t 
think parsing Popper’s book like 
it’s a sacred text is relevant. 
[CONTINUED BELOW]

J: Asking for a quote you 
disagree with can be a way of 
getting you to specify more 
precisely the nature of your 
disagreement

G: (1) You’ve seen me disagree 
with Popper on stuff re 
epistemology, so I don’t get the 
“sacred text” comment. (Recall 
that we talked about Popper’s 
critical preferences idea and I 
gave you a link to a curi blog 
post that explains that Popper’s 
idea is wrong and incompatible 
with the rest of Popperian 
epistemology, while curi’s 
correction to that idea is 
compatible with the rest of 
Popperian epistemology.)  
[CONTINUED BELOW]

cr: (1) I agree, the “sacred text” 
comment was unnecessarily 
provocative. [CONTINUED 
BELOW]

[CONTINUED FROM ABOVE]

g: (2) To clarify, are you saying 
that you have to look at data 
(observe) before coming up with 
a theory? 

[CONTINUED FROM ABOVE]

cr: (2) I think it depends on the 
case. There are (I would argue) 
certain topics about which it is 
(as I said) a fools errand to 
hypothesize in the absence of 
data. Evolutionary selection 
pressures (a highly contingent 
topic) is one example.

[CONTINUED FROM ABOVE]

g: (2) Clarifying question: are 
you saying that sometimes 
knowledge is created by step 1 
theory then step 2 observation 
and that sometimes knowledge 
is created by step 1 observation 
and then step 2 theory? Or did 
you mean something else?

[CONTINUED FROM ABOVE]

cr: yes I think sometimes you 
need to do step one 
observation, step two theory to 
explain that observation, step 
three new predictions, step four 
test. 
(3) If not, please explain how 
you would go about answering 
this question: what selective 
pressures gave rise to changes 
in dinosaur bone structure?

[CONTINUED FROM ABOVE]

G: (2) Ok. I recommend that you 
engage with @curi  or @alanforr 
about this because they are 
experts on this and I’m not. For 
now I’ll explain something that 
I’m not sure will help you 
understand my view. (This is my 
vague memory and these are 
not actual quotes.) Popper once 
gave a lecture where he said to 
his students “Observe”. The 
students said, “observe what?” 
Popper replied with something 
like, “Exactly, you have to have 
an idea (theory) about what to 
observe before you can 
observe”. This was to point out 
that theory always comes before 
observation. [CONTINUED 
BELOW]

[CONTINUED FROM ABOVE]

Cr: (2) The passage you cite is 
roughly what I had in mind. Now, 
given that all observation is 
theory-laden, you could say in 
that sense that theories (in 
some sense) come first. 
[CONTINUED BELOW]

[CONTINUED FROM ABOVE]

(3) selective pressures cannot 
“give rise” to anything. I tried to 
come up with an interpretation 
of your question that makes 
sense from my perspective 
(which includes my 
understanding of epistemology) 
but I did not succeed. I could try 
to come up with a question that 
tries to get at what I think you’re 
trying to get at, and then answer 
that question. So here’s my 
question: what selective 
pressures could have possibly 
selected for the genes that 
made flying dinosaur bones 
lighter? Answer: flying dinosaurs 
that had genes that made their 
bones lighter resulted in those 
dinosaurs being able to fly more, 
higher, longer, etc, which 
resulted in those dinosaurs 
having more grandchildren than 
compared to the dinosaurs that 
had rival genes.

[CONTINUED FROM ABOVE]

cr: (3) Selective pressures can 
give rise to new things in 
conjunction with repeated 
variations. Now, with regard to 
your dinosaur answer, I that 
you’ve just made a bland 
restatement of the fact that 
evolution must be cashed out in 
terms of more descendants 
(which of course I agree with). 
But before you make a specific 
theory about the specific 
selective pressures (eg climate, 
number of available prey 
animals, etc), you have to find 
out what changes actually 
occurred. So yes, I agree that 
the selection pressures that 
gave rise to wings must  relate 
to more descendants. But 
evolutionary biologists are often 
interested in specific changes in 
selection pressures and how 
they caused the organisms to 
change. Our brain is the product 
of evolution, just like dinosaur 
bones are.

g: So let’s say that the change 
that we want to explain with a 
selective-pressure theory is that 
bones of flying dinosaurs got 
lighter. And let’s say that we 
brainstormed two rival theories 
to explain the change. Call them 
T1 and T2. Do you agree the 
following are ways to choose 
between these two theories?
(A) try to find internal-
inconsistency flaws in T1 and 
T2. This could result in refuting 
one or both of the theories.
(B) try to establish other 
empirical predictions that T1 and 
T2 make about existing 
empirical evidence, and then 
check to see whether or not 
these theories are compatible 
with the existing evidence. This 
could result in refuting one or 
both of the theories.
(C) try to design (and then run) 
a new experiment that would 
collect new empirical evidence 
that could potentially refute one 
of the theories.

Cr: I agree those are the three 
possibilities. However, they only 
make sense AFTER you’ve 
identified the empirical fact that 
flying dinosaur bones are lighter. 
With regard to (A), as I’ve tried 
to say elsewhere, there will be 
FAR more internally consistent 
theories than true ones. So B 
and C are going to be more 
important when deciding. A can 
only eliminate so many theories.

G: I don't get the point of saying 
evidence comes before theory 
when before that evidence came 
theory. In other words, what 
came first, the chicken or the 
egg? Before the egg came an 
earlier chicken, and before that 
chicken came an earlier egg.

G: (A): I don’t see why that 
matters to what we’re 
discussing. If we can rule out a 
theory by finding an internal 
inconsistency, then we should 
do that *before* trying to do an 
experiment.

cr: You agree (I think) that 
before we theorize about 
dinosaur bones, we need some 
basic facts about them. Yes, 
when observing the bones we 
will have some theories implicit 
in our observation, but not 
theories specific to dinosaur 
bones. In the bland sense that 
all observation is theory laden 
we will bring some theory to the 
table.
But do you agree that it would 
be foolish to theorize from the 
armchair (with no data at all, not 
even that flying dinosaur bones 
are lighter) about theories that 
explain what selection pressures 
were for dinosaurs? Put another 
way, take two scientists. Both 
are Popperian. One has done 
exclusively armchair theorizing 
about dinosaur bones, the other 
has gone and developed his 
theories in the context of data 
collection (though yes, he will 
have some theories, like 
external realism, before he does 
his observation) and compared 
them with geological and 
anatomical data. Whose book 
are you reading?

G: how could someone theorize 
about selective-pressures re 
lighter dinosaur bones if he 
didn't already know that there 
exist lighter dinosaur bones? he 
could theorize the existence of 
lighter dinosaur bones, but if he 
did that, it wouldn't make sense 
to then theorize about selective-
pressures and instead it would 
make sense to first go see if 
lighter dinosaur bones actually 
exist. And then if he found out 
they exist, it would make sense 
to then theorize about the 
selective-pressures that could 
have caused it.  Does that clarify 
things?

cr: This is very relevant. I’m 
asking about someone who 
theorizes about selection 
pressures that shaped dinosaur 
bones, when he doesn’t have 
data about what the bones 
actually are like. Do we agree 
that’s crazy?

g: I thought my reply answered 
your question. I’m not exactly 
sure why you’re not satisfied, so 
in an effort to close this 
communication gap, I’ll quote a 
part of what I said and add extra 
clarification too:
> he could theorize the 
existence of lighter dinosaur 
bones, but if he did that, *it 
wouldn't make sense to* then 
theorize about selective-
pressures and instead it would 
make sense to first go see if 
lighter dinosaur bones actually 
exist. *[note that this is the case 
because we know that we can 
find out if there exist lighter or 
heavier dinosaur bones.]*

cr: Ok good.

cr: I contend we are in the same 
position with the human brain. 
We can theorize about what kind 
of software evolution would 
have selected for (where 
software is analogous to bones), 
but before looking into selection 
pressures, we have to “first go 
to see if the software (analogous 
to lighter dinosaur bones) 
actually exist(s)”.

G: i disagree. we can't get that 
evidence (re human mind) with 
our current tech. so currently we 
can only use A and B (and not 
C) to refute theories about the 
human mind. To be clear, I didn't 
mean for A, B, and C to be a 
complete list.

cr: Yeah I suppose there are 
other options (eg consistency 
with other theories).

cr: yep

cr: So, suppose the person 
sitting in his armchair had no 
data about dinosaur bones. I 
take it you think we are in the 
same position with the human 
brain? i.e. Ie no relevant data?

G: i'm not sure what you count 
as data. does the fact that a 
baby can learn a language 
within a few years constitute 
data?

cr: Absolutely! so we have some 
data. Does it count for you? But 
you just said that we don’t have 
the technology to get relevant 
data.

G: some data we don't have the 
tech to acquire. other data we 
don't really need any tech.

Cr: If you think observational 
data about things like the speed 
at which children learn language 
are relevant, I’d love to see if 
you theory is explanatorily 
adequate. In that particular 
case, I think there is very 
powerful evidence against [the 
BOI model of human mind].

G: all data must be interpreted 
in the light of an explanation. 
there is the model of the human 
mind that curi was explaining 
[BOI model], and there are 
models that you've been trying 
to theorize as alternatives to 
that. each model could produce 
a different interpretation of the 
data.

cr: Children can only learn 
language during a certain period 
of time. If they try to learn a 
language after a certain age, it 
is virtually impossible to attain 
full fluency. Furthermore, 
learning a language as an adult 
is incredibly effortful, whereas 
doing so as a child is effortless. 
These data seem best explained 
by specialized language 
acquisition capacities (which 
only function for a limited time), 
not a general learning capacity. 
A general learning capacity 
would work equally well through 
the life span, but language 
acquisition works optimally 
during a particular period of life

This is an example of how I 
would want to put [BOI model] to 
the test. See how well it explains 
the data we currently have.

But what I sometimes feel like 
I’m getting is a general 
insistence that none of the data 
we have are relevant to the 
theories. If you think that data 
from child psychology research 
(which is abundant) is data that 
can be used to test our theories 
about mind, that sounds good to 
me.

g: We *should* look at data *and 
we should* interpret that data 
using the model of the human 
mind that curi gave *and we 
should* interpret that data using 
whatever model of the human 
mind that you advocate instead 
(though you haven't presented 
one AFAIK). And then we can try 
to choose between these two 
models (aka theories) by using 
methods like I described before 
(like A and B). Note that this 
work has already been done by 
curi and others. (Disclaimer: I'm 
no expert on this.)

cr: You brought up child 
language acquisition which is an 
area about which we have 
considerable data. In that 
particular case, I would argue 
that a model which includes a 
specialized language acquisition 
capacity explains the data better 
than [BOI model].

G: I see a mistake in what you 
said. Again I’m not an expert on 
this but these are my thoughts, 
which I currently have no 
criticisms of.

You have not interpreted that 
data using the BOI model of the 
human mind. You’ve only 
interpreted that data using some 
not-specified-enough model of 
the human mind. So here’s the 
situation as I see it. There are 
theories T1 (BOI model) and T2 
(your model). And there is the 
interpretation of the data 
according to T1, call that D1, 
and there is the interpretation of 
the data according to T2, call 
that D2. What you’re saying is 
that you think D2 contradicts T1, 
and you think that that somehow 
(how?) refutes T1. We already 
know that D2 contradicts T1. If 
T1 is true, then D2 is an 
incorrect interpretation of the 
data, so it doesn’t matter that D2 
contradicts T1. What I think curi 
was pointing out to you (@curi 
correct me if I’m wrong) is that 
T2 is too unspecified to be 
criticizable (it needs to be 
specified further so that we can 
check to see if it is has flaws). 
Note that T1 does not have this 
problem that T2 has.

As an example of how the data 
is interpreted differently between 
the two models, let’s consider 
the data point you mentioned 
earlier. You said that after a 
certain age, it’s virtually 
impossible for a person to attain 
full fluency in a new (to him) 
language.

According to the BOI model, that 
data point is heavily affected by 
culture. So like in a million 
years, when our culture is far 
more advanced than today, 
people will learn more 
effectively. We’ll have better 
language learning tools. We’ll 
have better parenting, resulting 
in children not becoming 
corrupted and hating learning. 
This is not a complete list.

cr: Well, now it’s my turn to ask 
for specificity. I want you to say 
more about D1. What is the T1 
explanation for why children are 
better at learning languages 
than adults? Why is language 
acquisition easier for toddlers 
than 20 year olds?

g: For one thing, children are 
learning their first language, and 
don’t have anything else to fall 
back on, while adults would be 
learning, say, their second 
language, where they don’t have 
much of incentive to use the 
second language as compared 
to a child using their first 
language. A second reason is 
that children have not yet been 
corrupted like adults have been. 
So children have a better 
attitude towards learning than 
compared to most adults in our 
culture today.

G: i think it would be good to 
learn about meme theory and 
static memes. that's part of what 
i'm drawing from.

Cr: I’ve read that Deutsch 
chapter
And, for that matter, I’ve read 
Dawkins and Dennett on memes

Cr: Let’s start with the motivation 
to learn. Do you think that 
motivation to learn dramatically 
changes between ages 0 and 2?

G: it depends on the situation. 
like how badly did the child get 
punished by the parents and 
siblings? was the child’s 
environment one in which there 
was huge incentive to try to 
please others, or not?

also, what else was the child 
into? did he have other things 
he was focussed on instead of 
trying to learn language?

Cr: According to the current 
state of the evidence, children 
only learn 150 words (on 
average) during the first 18 
months of life, but 5000 words 
during the next two years.

G: things accelerate Cr: Ok fair

cr: And you think that if an adult 
were less corrupted by society 
and more motivated, he could 
(in principle) learn language just 
as well as a child?
With regard to the first of those 
hypotheses, that seems to lend 
itself to an empirical prediction. 
Measure the degree of 
corruption by society (however 
you define it) and see if if 
predicts the difficulty of learning 
language.
Are you willing to put your 
money where your mouth is and 
make that prediction?

g: in principle yes. but there's 
still the issue of necessity. also, 
there's something that works in 
the opposite direction: if you 
already know a language, it's 
easier to learn another language 
(especially similar ones, like 
english and spanish, as 
opposed to english and chinese) 
- ignoring corruption and 
necessity.

G: i don't understand the 
empirical prediction you mean or 
how data can be collected to 
contradict it. if you clarify that, i'll 
try to answer.

cr: Take a sample of 200 people
Give me your definition of being 
corrupted by society. Develop a 
measure of it (eg acceptance of 
static memes like 
authoritarianism or 
justificationism). Measure how 
long it takes people to learn a 
second language. If you’re right, 
then people who accept more 
static memes should ON 
AVERAGE be slower at learning 
second languages.
This is what people do in 
science. They don’t just explain 
existing data sets. They make 
novel predictions and test them. 
That is as Popperian a view as 
there is

G: lots of static meme stuff is not 
expressed in words, so it's not 
measurable (at least with 
today's tech). also, for most 
people, even if you asked them 
about their epistemology, they 
wouldn't know how to answer. 
and even if they give answers, 
that does not represent their 
actual methods of how they hold 
ideas/theories/beliefs/etc.

cr: Do the static memes have 
any effect on people’s 
expressed beliefs and behavior? 
If not, why should we care about 
them? If they do, then we can 
measure them (at least 
indirectly).

G: how would you measure 
things like how much a person 
doesn't want to look like a dumb 
learner?

cr: Let’s get to that in a second

cr: Answer my question

G: if a person wants to avoid 
looking like a dumb learner, 
that's going to have a big effect 
on his knowledge/beliefs/
behavior.

cr: So, the static memes do 
have effects on people’s 
behavior, which are observable.

G: how can you observe 
whether or not someone is 
thinking about stuff?

cr: Here is one way to measure 
that. Give people two kinds of 
tests. One where they answer 
out loud in front of people, 
another where they answer 
privately on paper. If people are 
afraid of looking like dumb 
learners, they should say “I don’t 
know” MORE often in the 
“public” condition.

g: i don't agree. when people 
feel stupid for making a mistake, 
they can feel it even when no 
one else is around to see it 
happen.

cr: But surely they would feel 
MORE stupid in front of people? 
You said they are afraid of 
“looking” stupid
Do you think they feel just as 
stupid by themselves? If so, why 
do you think that?

G: they "look" stupid, to 
themselves too.
they've internalized what other 
people tried to instill in them. (by 
"tried" i don't mean necessarily 
that the person knows the 
purpose of their actions.)

cr: Yes, but do you think they 
feel equally embarrassed/stupid 
when they’re alone? Exactly 
equal?

G: let's suppose the answer is 
as you expect. what next?

Cr: When a theory makes a 
prediction, and the prediction is 
falsified, you change the theory 
or throw it out in favour of a rival
I think we are very good at 
tricking ourselves into thinking 
out pet theories are right, so it is 
VERY important to subject our 
beliefs to experimental tests.

g: you were supposing that we 
could design an experiment 
(using today's tech). i don't think 
you can, but go ahead and try.

Cr: Well, we’ve already 
discussed one possible way
You made a specific 
explanation: one reason older 
people are worse at learning 
languages is fear of being dumb

G: i haven't understood it and 
i'm surprised you think you've 
explained it.

cr: Ok, well, then you should 
make an empirical prediction: 
adults who are MORE afraid of 
looking dumb should have 
MORE difficulty learning a 
language

G: how would you remove the 
thousands of potential variables 
that can have an affect on 
things?

Cr: Well, if you wanted to do 
that, then you’d have to do an 
experiment with random 
assignment
Randomly assign people to two 
conditions

g: how big is the set? and why 
would anyone do this 
experiment ?
i mean the subjects, not the 
scientists who want to study 
this.

cr: Well say it’s a representative 
sample of 500 people
In one condition, participants are 
exposed to more of the meme 
for fearing looking stupid. In the 
control condition, they are 
exposed to nothing
You should predict that the first 
group would make more 
mistakes when trying to learn a 
language

G: if you can't get people to be 
part of the experiment, then you 
can't do the experiment.

cr: You tell them they’ll get a free 
book for participating

G: i think you're ignoring a main 
point. given that you don't 
currently have such an 
experiment, which theory do you 
choose?

cr: I would suspend judgment

G: so, the BOI model has 
implications like that you can 
learn anything that is learnable. 
your model says otherwise. and 
you want to suspend judgement. 
So how will you live your life? 
according to your model or 
according to the BOI model?
note that from my perspective, 
your model is refuted and the 
BOI model is non-refuted.

cr: My model is refuted? How 
so?

G: > What I think curi was 
pointing out to you (@curi 
correct me if I’m wrong) is that 
T2 is too unspecified to be 
criticizable (it needs to be 
specified further so that we can 
check to see if it is has flaws). 
Note that T1 does not have this 
problem that T2 has.

cr: > Crucially, I did not see in 
your response an explanation of 
how a classical computer could 
instantiated creativity. I asked 
“how do our classical 
computational capacities give 
rise to the creative ability to 
create new explanations?” You 
do not have a detailed account 
of how this happens. Do you 
see now that it is unfair to ask 
for a similar level of detail in my 
account? I will provide details for 
mine when you provide details 
for yours.
Both my theory and his lack 
theoretical specificity

G: i don't believe that the BOI 
model lacks specificity

cr: > I will provide details for 
mine when you provide details 
for yours.

G: the details include 
concepts like *jump to 
universality*, but cr does not 
claim to understand this 
concept when asked if he 
understands it.

J: (3rd reason) Kids less self 
conscious about looking like 
dumb learners than adults

g: curi said earlier in the 
discussion (prior to the main 
node):
> this empathy is an extra, 
unnecessary complication 
tacked onto a simpler model, 
and without clear details about 
where it fits into the conjecture 
and refutation model.

cr
> It is a software selected by 
evolution
> Which is a conjecture and 
refutation (trial and error 
process)

You mean genetic evolution 
right?  If so, I think you 
misunderstood. The conjecture 
and refutation model that curi 
was talking about, AFAIK, is the 
memetic evolution, not the 
genetic evolution that you’re 
referring to.

Cr: I accept the memetic 
evolution model. I do not see 
how it contradicts my model.

G: Suppose there is an empathy 
module. What’s stopping a 
person from not using it?

cr: Sometimes there are two 
models and you CANNOT 
decide between them with 
rational criticism alone.

g: I'm showing you flaws in your 
model

cr: [According to my model] The 
module is systematically closed 
off from the universal knowledge 
creation software. It can give 
inputs to the ukc software, but it 
does not receive inputs from the 
ukc software. I know I’ve said 
this, but I want to repeat it. I am 
only saying rational criticism 
cannot decide between my 
model and yours. I am not 
defending my model as true

G; That contradicts the 
conjectures and refutations 
model.

cr: How? g: anything can be conjectured. 
your model contradicts this.

cr: You’ll have to spell out more 
what the conjecture and 
refutation model means. Does it 
just mean that the software has 
the capacity to create any 
explanation that can be 
created? If so, I’ll grant that. It 
has the capacity, it is just that 
sometimes it is overridden by 
the empathy module. I’m not 
claiming to know this, I’m just 
claiming you have no means by 
which to rule this out.

g: can you explain what you 
mean by "it is just that 
sometimes it is *overridden* by 
the empathy module”.

cr: Here’s a concrete example. 
Someone’s universal knowledge 
creation software arrives at the 
belief “self-interest is more 
important than helping kin”. But 
the empathy for kin module 
makes the person feel the 
desire to help kin, and the 
person does it

G: what's stopping the person 
from recognizing the feeling and 
deciding to not act on it and do 
something else instead?

cr: No input goes from the ukc 
software to the empathy module

G: i don't know what that means 
or what it has to do with this

Cr: The outputs from the 
empathy module (when they are 
sent) have more influence on 
decision making than universal 
knowledge creation software 
does. And the universal 
knowledge creation software 
does not have control of the 
empathy module (the latter is 
independent)

G: explain "more influence" pls. 
also: i assume that the strength 
of the empathy module is static. 
right?
Also, do you understand that 
decision-making = conjecture 
and refutation?

cr: No, conjecture and refutation 
is the generation of hypotheses 
and criticizing them. Decision 
making is about whether those 
beliefs are realized in behavior. 
People sometimes make 
decisions you believe to be 
irrational (based on their own 
conjecture and refutation). This 
shows that conjecture and 
refutation is distinct. Given that 
decision making is distinct from 
conjecture and refutation, it is 
possible for other software to 
influence it more strongly

G: then you don't understand 
the BOI model

cr: Have you (since becoming a 
Popperian) ever made a 
decision that you believe to be 
irrational or immoral? This 
demonstrates that conjecture 
and refutation is distinct from 
decision making. If it is possible 
for people to make decisions 
that do not stem from conjecture 
and refutation, then that shows 
that conjecture and refutation is 
a distinct process from decision 
making

cr: I want to know about the 
relationship (if any) between 
decision making and conjecture 
and refutation

g: [answering the question from 
2 nodes ago] yes. why does it 
matter "since becoming a 
Popperian"? why didn't you ask 
the question regardless of 
whether or not somebody knows 
some Popper stuff?

cr: Does conjecture and 
refutation underlie your beliefs? g: all learning works by c&r

cr: So, there are some things 
you believed (via c&r) to be 
irrational. But you decided to do 
them anyways. Therefore, c&r 
cannot be be the same as 
decision making

g: People can choose to 
suspend their thinking.

cr: Is that choice to suspend 
thinking rooted in c&r? g: all thinking is c&r

cr: But you just said people are 
choosing to suspend the 
judgments they made on the 
basis of c&r

g: you said "But" but i don't see 
any contradiction or contrast

cr: Let me try to spell out the 
contradiction with a concrete 
example
Suppose you form the judgment 
based on c&r that using heroin 
is irrational
But you use heroin anyways
You are saying that c&r 
underlies the decision to use 
heroin
But that’s incoherent

J: People can have conflicting 
ideas

cr: In other words, the universal 
knowledge creation software is 
not the only software? There are 
competing elements in the 
brain? Or is it the same 
universal knowledge creation 
software that simultaneously 
believes two things?

J: The software is fallible and 
the ideas it comes up with may 
have problems. One problem is 
having conflicts with other ideas. 
https://fallibleideas.com/coercion

G: The 2nd thing. the UKC 
software generates ideas. The 
ideas can contradict each other. 
That can result in conflicting 
interests. For example, a child 
could want to dump a box of 
cereal on the floor and also 
have a conflicting want of 
pleasing his parents so he 
doesn't get punished (he 
remembers what happened the 
last time he got punished for 
dumping cereal on the floor). 
(btw: punishment is irrational/
evil.)

cr: So let’s take the person who 
keeps using heroin despite his 
belief that it is irrational to do so. 
Has one part of the software has 
tried c&r and has corroborated 
the idea that heroin is good, but 
another part of him has tried c&r 
and refuted the idea that heroin 
is good?

G: he probably doesn't think 
much about it. that's related to 
why he chooses to shoot heroin. 
he doesn't want to think. he 
probably hates his life, and he 
feels bad when thinking about 
his life. heroin helps him achieve 
his goal of avoiding thinking and 
avoiding feeling bad when he's 
thinking.

cr: Well, some people who shoot 
heroin do think a lot about it 
(they go to self help groups to 
try to stop, and some fail). Also, 
I’m not sure how hatred of his 
life fits into c&r

G: i'm not sure if your first 
sentence is meant to contrast 
against something i said or not. 
a clarification would help. re 
your second sentence: a UKC 
has ideas. some of those ideas 
are explicit while some inexplicit. 
Emotions are a type of inexplicit 
ideas.

cr: How does hatred arise from 
c&r?

g: > the UKC software 
generates ideas.

Cr; So it generates the idea 
“heroin is good” and one part of 
the software refutes it, and 
another part of the software 
corroborates it?

g: by "refutes" and 
"corroborates" are you talking 
about the person doing detailed 
philosophical analysis of his 
options like a scientist would do 
for judging between Ensteinian 
physics and Newtonian physics?

cr: You tell me. How does c&r 
work in a normal human 
decision?

G: hypothetical example: baby 
sees parent stick his index 
finger out while looking at baby’s 
eyes and making noises (parent 
is talking to baby). Initially baby 
guesses that parent is drawing 
attention to his index finger. after 
more situations like this, baby 
then guesses that the finger is 
pointing at something that the 
parent is trying to draw attention 
to. baby notices that his new 
theory leads to certain 
interactions with parent that 
don’t occur when baby used his 
old theory. That is a criticism of 
the old theory. Baby prefers new 
theory.

Jordan: CRist, I haven't been 
following the conversation 
closely, so I'm not 100% clear 
on what you're getting at, but the 
CR position is that evolution is 
the only known solution to the 
problem of how knowledge can 
be created. In your example 
about heroin, it sounds like the 
person didn't arrive at a full 
solution. Something in them 
thinks it would be a good idea 
(in some sense) to use heroin 
and something in them doesn't.

cr: If I put it in cr terms, I would 
say this. Biological evolution 
produced a genetically based 
software that inclined people to 
seek pleasure (these genes 
conferred a reproductive 
advantage). This software is 
static. It is the cause of people’s 
decision to take drugs

G: your description doesn't 
mention anything about 
universal knowledge creator 
software.

cr: Universal knowledge creation 
software also exists

J: CR can you give an account 
of deciding what to have for 
lunch that doesn't involve 
conjecture

Cr: Oh sure it involves 
conjecture. That does not mean 
decision making is identical with 
conjecture and refutation. 
Conjecture and refutation is 
ONE input

cr: Yes we will assume [the 
strength of the empathy module] 
is static

G: cr
> …[empathy module strength] 
is static

GISTE
> [with learning] things 
accelerate

Do you see the problem?

cr: Learning does not occur in 
the empathy module

G: why does this matter? this 
was never part of your model 
nor anything i said about your 
model

G: you think you understand the 
BOI model but you're 
contradicting the BOI model

cr: Ok, if I don’t understand the 
boi model, Then you’ll have to 
explain it to me. By answering 
questions
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